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 چكيده 

هاي پذيرفته شده در بورس و اوراق بهادار تهران با استفاده  در اين پژوهش به پيش بيني بازده سهام شركت

)، GAM( ) و مدل افزودني كليMLPكاوي اعم از شبكه عصبي پرسپترون چندلايه (هاي دادهاز تكنيك

هاي اصلي در پژوهش حاضر اين است كه از بين تكنيكپردازيم. مسئله مي ١٣٩٦الي  ١٣٩١هاي طي سال

و اوراق بهادار هاي پذيرفته شده در بورس سهام شركتبيني بازده كداميك در پيشكاوي مطرح، داده

شركت  ٦٧باشد. لذا اين پژوهش در قالب دو فرضيه مطرح شده و براي آزمون اين مسئله تهران كاراتر مي

اند. تابلوي اصلي و تابلوي فرعي به عنوان جامعه هدف انتخاب شده –راول بازا –پذيرفته شده در بورس 

گذارند، چهار عامل به عنوان عوامل مؤثر بر بازده مي بازده سهام اثر همچنين از بين عوامل متعددي كه بر

هاي پژوهش جاري و نسبت آني به عنوان ورودي سهام از قبيل سود (زيان) عملياتي، سود هر سهم، نسبت

باشد. مي داگلاس –هاي مذكور بر مبناي فرم خطي تابع كاب اند. برازش هر يك از مدلانتخاب شده

بيني توانايي مدل افزودني كلي در پيش هاي بدست آمده حاكي از توانايي مدل شبكه عصبي و عدميافته

نسبت به  عصبي پرسپترون چند لايهدهنده برتري عملكرد و كارايي شبكه بازده سهام بوده و همچنين نشان

  مدل افزودني كلي مي باشد. 

  بيني، داده كاوي، شبكه عصبي، مدل افزودني كلي. پيشبازده سهام،  كليدي:هايواژه
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  مقدمه 

ستند هكردي گران حوزه مالي در جستجوي يافتن سنجه عملتمادي است كه پژوهشگران و تحليلهاي مسال

را چ، بيني كننديشتغييرات آن را براي يك شركت پ ترين تقريب، بازده وآن بتوانند با نزديك كه از سوي

ادار ق بهزار اوراان باكه معمولاً بازده سهام تأثير مستقيمي بر ثروت سهامداران دارد و اگر تصميم گيرندگ

بالا را  ازده آتيببا  ه و سهامبيني كرده و سهام با بازده آتي پايين را فروختبه طريقي بازده سهام را پيش

ه نظر بدر اين بين ). ١٢٢:ص١٣٨٩/١٧( خريداري كنند خواهند توانست ثروت خود را حداكثر كنند

ها است كه تزيرا مد، هاي حسابداري اتكا كنندتوانند به اطلاعات سيستمگذاران ميرسد كه سرمايهمي

ها كتكرد شرو مربوط به ارزيابي عمل اطلاعات صحيحاطلاعات خروجي سيستم حسابداري، وظيفه ارائه 

ايه لي و سرمهاي مابازارهاي اقتصادي بازيگران گيريو از مهمترين پارامترها در تصميمرا بر عهده گرفته 

كاوي، هاي اخير در علم دادهاز سوي ديگر با توجه به پيشرفت). ١٤٧:ص١٣٨٩/١٣( شودمحسوب مي

رهاي رفتا هاي شلوغ مانند بازارهاي بورس در تسخيربيني محيطدر پيش توان ابزارهاي مفيدي رامي

روي ها با كاوش بر سازمان كند تاكاوي كمك مي. داده)١٥:ص١٣٩١/١٨( غيرخطي مورد استفاده قرار داد

 ديم بگيرنر تصمبيني كرده و بهتا و رفتارهاي آينده را كشف و پيشهاي يك سيستم، الگوها، روندهداده

 هاي پذيرفتهركتبيني بازده سهام شوه بر پيش. از اين رو هدف از انجام اين پژوهش علا)١٥:ص١٣٩١/١٨(

رسپترون صبي پعكاوي اعم از شبكه هاي دادهار تهران با استفاده از تكنيكشده در بورس و اوراق بهاد

هاي ليك از مد درت و تعيين كارايي هر)، ارزيابي قGAM) و مدل افزودني كلي (MLPچندلايه (

ررسي بگيري و شود كه با بهرهدو سؤال به شرح زير مطرح ميمذكور مي باشد. بر اساس ماهيت پژوهش، 

  هاي مذكور، قابليت پاسخ به اين سؤالات فراهم مي گردد:يكهر يك از تكن

سهام بيني بازده ) قدرت پيشGAMهاي شبكه عصبي و مدل افزودني كلي (الف) چگونه هر يك از مدل

  هاي مورد مطالعه را دارا هستند؟ شركت

  ست ؟اتر ابيني بازده سهام شركت هاي مورد مطالعه كارهاي مذكور كدام يك در پيشب) از بين مدل

  
 مباني نظري و پيشينه پژوهش

  پردازيم. كاوي مطرح ميداده هايدر ادبيات نظري اين پژوهش به تشريح تكنيك

  ١)MLPلايه (شبكه عصبي پرسپترون چند 

انگارانه از سيستم عصبي واقعي هستند كه كاربرد فراواني در حل سازي سادههاي عصبي نوعي مدلشبكه

ي ها آنچنان گسترده است كه از كاربردهاي طبقه بندحوزه كاربرد اين شبكهمسائل مختلف در علوم دارند. 

 )٣:ص١٣٨٧/١٥(شوند. را شامل مييابي، تخمين، آشكارسازي و. . . گرفته تا كاربردهايي نظير درون

ها و اتصالات اي از نرونشوند، مجموعههمگي آنها از دو مؤلفه تشكيل مي ها انواع مختلفي دارند، اماشبكه

                                                
1- Multi – Layer Perceptron 
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فته و بر روي آن پردازش ها را گرواحد محاسباتي شبكه است كه وروديها. هر نرون در حقيقت بين نرون

و در عين حال كارآمدترين  ترين. يكي از ساده)٤:ص١٣٨٧/١٥( دهند تا خروجي بدست آيدانجام مي

يا به اختصار  هاي واقعي، مدل پرسپترون چندلايهسازي عصبدي براي استفاده در مدلهاي پيشنهاچيدمان

MLP شده است. در  باشد كه از يك لايه ورودي، يك يا چند لايه پنهان و يك لايه خروجي تشكيلمي

بكه با هاي لايه بعد متصلند. اين چيدمان اصطلاحاً يك شم نرون هاي يك لايه به تمام نروناين ساختار، تما

ن استنباط توارسپترون دولايه است. به سادگي ميشماي يك پ ١دهد. شكل اتصالات كامل را تشكيل مي

باشد. توجه به اين نكته حائز ها ميي ديگر لايههااي هر لايه، مستقل از تعداد نرونهنمود كه تعداد نرون

گذاري (عبور از تابع غيرخطي ايره تجميع شده عمل جمع و آستانه، هر د١اهميت است كه در شكل 

  ). ٧:ص١٣٨٧/١٥(سيگموئيد) است

  

 . پرسپترون دو لايه با اتصالات كامل١شكل 

  
  

عصب  ، خروجيكه به منظور سهولت نمايش به اين فرم نشان داده شده است، با توجه به شكل ٢در شكل 

i٨:ص١٣٨٧/١٥( توان به صورت زير نشان دادام (در لايه آخر) را مي(:  

o(  )١رابطه 
mi)wh

lmwi= sgm(∑sgm(∑x iO  

وزن لايه ها  همان wدهنده لايه نهان و لايه خروجي بوده و منظور از به ترتيب نشان oو hكه در آن 

 :)٨:ص١٣٨٧/١٥( شودئيد است كه به صورت زير تعريف مينيز تابع سيگمو sgmباشد. مي

 = Sgm(x)  )٢رابطه 
ଵ

ଵାୣష౮  
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  . مدل رياضي ساده شده عصب واقعي٢شكل 

  
  

ن ه هر نرواست ك شوند و طرز استفاده آنها به اين صورتهاي مياني استفاده ميها در محاسبات لايه وزن

وزن  كدام يك باشد كه هرداراي چند ورودي از يال مختلف ميدر لايه مياني (لايه هايي غير از لايه اول) 

اصل اين حكند و را در وزن يال مربوطه آن ضرب مي خاص دارند. هر نرون لايه مياني، ميزان هر ورودي

ل سازي) روي اين حاصتعيين شده (تابع فعالاز پيشكند و سپس يك تابع جمع ميضرب ها را با هم 

هاي نهان داد لايهو تع دهد. تعداد نرون هاوان خروجي به نودهاي لايه بعد ميكند و نتيجه را به عناعمال مي

 /١٣٩١( كند(توپولوژي) شبكه عصبي را مشخص ميها به يكديگر معماري و نحوه وصل شدن گره

  . )١٢و  ١١:ص١٨

  

  ١)GAM( مدل افزودني كلي

مورد  يم يافتهعم) كه با عناويني چون مدل افزايشي تعميم يافته و مدل جمعي تGAMمدل افزودني كلي (

ه اين باشد. برگرسيون خطي و رگرسيون منطقي مي گيرد، در واقع بسطي بر روش هاياستفاده قرار مي

بع ند تاا به صورت مجموع چتوانيم مدل ركنيم ميفرض مي گويند كهروش افزودني مي دليل به اين

هم  گرسيون وور رنظتواند هم به مكننده) بنويسيم. اين مدل ميبينيغيرخطي (هر تابع براي يك متغير پيش

ين روش شود كه اها استفاده گردد. اين ويژگي غيرخطي بودن توابع باعث ميبندي دادهبه منظور كلاس

با  GAMرش نسبت به روشهاي رگرسيون خطي بهتر باشد. ارتباط متدولوژيك بين رگرسيون منطقي و نگ

ني كلي، يافته آغاز شده است. در حقيقت مدل افزود)GLM( ٧تشريح چارچوب مدل خطي تعميم يافته

غيرها راي متبتوابع هموار اي از پيشگويي خطي بوده كه شامل مجموعهيك مدل خطي تعميم يافته يا يك 

ه ستستقل وابمتغير مشود كه ميانگين متغير وابسته از طريق يك تابع پيوند به ها فرض مياست. در اين مدل

اي، جملهاسون، دول، پومثل توزيع نرماتواند هر توزيعي از خانواده نمايي (است. بنابراين متغير وابسته مي

اي هموار از ابع يكنويك ت عميم يافته مقدار مورد انتظار متغير وابسته بهگاما) را داشته باشد. در مدل خطي ت

  :)١٦٤ص:١٣٩٣/١٩( باشد. مدل خطي تعميم يافته ساختار اصلي زير را داردپيشگو خطي وابسته مي

  X’ig(μ = (β i  )٣رابطه 

                                                
1- Generalized Additive Model 
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  ٦٥ /پيش بيني بازده سهام شركت هاي پذيرفته شده در بورس و اوراق بهادار تهران با استفاده از تكنيك هاي داده كاوي  

 
 βو  Xتريس طرح امين سطر از ما i’X ،iيك تابع پيوند يكنواي هموار، بردار  iE(Y ≡ iμ ،g(كه در آن 

تعيين  X’βهاي خطي تعميم يافته از طريق پيشگويي خطي پارمترهاي نامعلوم است. چون مدل بردار

 يم يافتهسازي خطي تعمازي خطي با مقداري تغيير، به مدلسهاي كلي مدلشود، بيشتر مفاهيم و نظريهمي

وجود ماري بآتكنيك هاي مختلف  و معادله در نتيجهيابد. انتخاب هاي مختلف تابع توزيع انتقال مي

ي شود. مه نرمال ندگانآيند. براي مثال، توزيع نرمال در تركيب با معادله اتحاد منتج به مدل رگرسيون چمي

 iμاي و تفسير توزيع عبارت است از توزيع دوجملهدودوئي (باينري) هستند، تابع  Yهاي  وقتي پاسخ

جراي معادله با گرفتن مقدار يك. بنابراين مدل رگرسيون منطقي با ا ip ،(iYعبارت است از احتمال(

  لوجيت عبارت است از:

  )٤ رابطه
log୧୲{P(X)} ≡ log ൜

P(X)

1 − P(X)
ൠ = α + ෍ β୨

ଵX୨

୮

୨ୀଵ

 

  مدل افزودني كلي در حالت كلي ساختاري به شكل زير دارد:  

 g(μi) = X’i β + ∑pj = 1 fj(Xj)  )٥ رابطه  

يك سري متغيرهاي  PX,…2,X1Xهاي هدف دوتايي و پاسخ متغير با برچسب Yحال فرض كنيد كه 

خطي بينلي را به وسيله جايگزيني پيشمستقل هستند، مدل افزودني كلي قانون رگرسيون استدلا

∑ β j X j
୮
୨ୀଵ  كه در اينجا به قرار زير است: ٥با ديگر مؤلفه جمعي در رابطه  ٤در رابطه  

 }logi log୧୲{P(X)} ≡ log  )٦ رابطه
୔(ଡ଼) 

ଵି ୔(ଡ଼)
 } = α + ∑pj = 1 fj(Xj) 

ي براي پارامترجهت برآورد روند غير px(pf),…,2x(2f), 1x(1f(اين تحقيق از خط پارامتري براي 

كند. به عبارت استفاده مي Xp,…,2X,1Xدرتبعيت از آزمونگر استنباطي استدلالي 

  :)١٦٧:ص١٣٩٣/١٩(ديگر

    = p(xpf) + …+ 2(x2f ) +1(x1fα + Y(  )٧رابطه 

  ، مدل مورد استفاده در پژوهش به قرار زير مي باشد:٧با توجه به رابطه 

 Rit = α + f1(OP) + f2(EPS) + f3(CR) + f4(QR)  )٨رابطه 

  كند. صول مدل افزودني كلي را ارائه مياين پژوهش يك نماي عمومي از ا

ته داخكاوي پرهاي دادهستفاده از تكنيكبيني با اپيشدر ادامه به برخي از تحقيقات انجام شده در خصوص 

  توان به تحقيقات زير اشاره كرد:شود كه از جمله آنها ميمي
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 هاي خارجيپيشينه پژوهش

هاي ، با استفاده از تكنيك رگرسيون بردار پشتيبان و قيمت)١٨٣:ص٢٠١٨/٢١(١ سابريِرُ و كيمارا، هنريك

اند. نتايج بدست آمده نشان دهنده اين است كه ام پرداختهبه پيش بيني قيمت سهروزانه در سه بازار مختلف 

 :٢٠١٨/٢٢( ٢ بيني است. كراناپولاس، پاپاديميتريو و ولزتاكيزبردار پشتيبان داراي قدرت پيشونرگرسي

تخميني با بيني بودن بازده سهام را با استفاده از درخواست اطلاعات ، فرضيه خود مبني بر قابل پيش)٥٩ص

) از طريق گوگل مورد بررسي قرار دادند. SVIتوجه به مقدار عددي شاخص جستجوي روزانه اينترنتي (

به طور  GARCHهاي مختلف با مدل SVIنتايج بدست آمده نشان دهنده اين است كه تركيب متغير 

، تلاش كردند تا براي )١٦١:ص٢٠١٨/٢٠( ٣بخشد. ناهيل و ليهياوياري عوامل ناپايداري را بهبود ميمعناد

) و KPCAتحليل مؤلفه اصلي كرنل (وبيني مبتني بر تجزيهبهتر قيمت سهام از مدل جامع پيش بينيپيش

سازي دهند كه، ساده) استفاده كنند. نتايج همانندسازي نشان ميSVRرگرسيون ماشين بردار پشتيبان (

تواند به طور مطلوب با بهسازي گذاري ميگيري سرمايهصميمساختار سيستم ت هاي كرنل در تماممشخصه

ود فرآيند داده كاوي را ، در پژوهش خ)١٥٢:ص٢٠١٧/٢٤( ٤عملكرد مدل، ساده شده باشد. ژانگ و اِنك

گي مالي و اقتصادي را ارائه ويژ ٦٠بر اساس  S&P500گيري روزانه شاخص بيني جهتبراي پيش

بندي تند كه براي طبقههايي هس) و رگرسيون لجستيك مدلANNsاند. شبكه عصبي مصنوعي (كرده

طور معنادار دقت بيشتري در  هاي عصبي بهدهند كه شبكهكنند. نتايج اين طور نشان ميمي استفاده

اً پژوهش خود را با مجدد )١٢٦:ص٢٠١٧/٢٥( بندي نسبت به رگرسيون لجستيك دارند. همچنين آنهاطبقه

)، مؤلفه اصلي PCAكاهش سه بعدي كامل، از قبيل تجزيه و تحليل مؤلفه اصلي (هاي اِعمال تكنيك

مجموعه داده هاي  )، بهKPCA( kernel-based) و مؤلفه اصلي الگوريتم FRPCAقدرت فازي (

 با ANNsها انجام دادند. نتايج حاصل از تلفيق ي و تنظيم مجدد ساختار اصلي دادهسازكامل براي ساده

 PCA ٥ كاگليِرُ و گارزا، دهد. باراليسرا نشان مي بندي نسبت به دو تركيب ديگرودن دقت طبقهپايين ب 

گذاران موعه اقلام براي حمايت از سرمايه، در پژوهش خود رويكردي مبتني بر مج)١٦و  ١٥:ص٢٠١٧/٢٣(

خودكار جهت به هنگام خريد و نگهداري سهام به وسيله تجزيه و تحليل تكنيكال از طريق ابزارهاي 

هاي هاي انجام شده بر روي شاخصنوع، را ارائه كردند. بررسيشناسايي مجموعه سهام پربازده و مت

ريزي ت كه روش پيشنهادي قابليت برنامهمختلف بازار سهام، تحت شرايط مختلف بازار نشان دهنده اين اس

  سبد سهام پربازده و متنوع را دارد. 

  

  

                                                
1- Henrique, Sobreiro, Kimura 
2- Chronopoulos, Papadimitriou, Vlastakis 
3- Nahil, Lyhyaoui 
4- Zhong, Enke 
5- Baralis, Cagliero, Garza 
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  ٦٧ /پيش بيني بازده سهام شركت هاي پذيرفته شده در بورس و اوراق بهادار تهران با استفاده از تكنيك هاي داده كاوي  

 
  هاي داخليپيشينه پژوهش

املي چند هدفه جديد ، سعي كردند تا با ارائه يك مدل تك)١٠٩:ص١٣٩٦/١٠(در ايران نيز، زنديه و مردانلو 

دهي خودكار به ، يك سيستم سيگنالNRGAو  NSGA IIبا استفاده از دو الگوريتم ژنتيك چند هدفه

ا درنظر بكه دهند يد كنند. نتايج بدست آمده نشان مگذاران ايجانظور پشتيباني از تصميمات سرمايهم

يه زار سرمات باتواند به عنوان ابزاري براي تصميم گيري در معاملال ميبيني، مدگرفتن دقت بالاي پيش

ار . سروش يگيرد هاي زماني مورد استفاده قراردهي در بازار سرمايه، در چارچوبجهت افزايش ميزان سود

ليل جداساز ، با استفاده از چهار الگوريتم تحليل جداساز خطي، تح)٥٨و  ٥٧:ص١٣٩٦/١٢( و اخلاقي

ه و بيني بازدمتغير مستقل به پيش ١٦و به كمك  همسايگي و درخت تصميم Kغيرخطي، نزديكترين 

 نتخب (بهمستقل ماند. نتايج حاكي از اين است كه استفاده از متغيرهاي ريسك سيستماتيك سهام پرداخته

د تيك بهبومايستسبيني بازده و ريسك ها را در پيشل متغيرهاي مستقل) توان الگوريتمجاي استفاده از ك

هاي پذيرفته شده در بيني بازده سهام شركت، براي پيش)١:ص١٣٩٥/١١( بخشد. ستايش و كاظم نژادمي

ا ريليف ب تگي وهاي تجمعي و روش مبتني بر همبستهران به مقايسه عملكرد رگرسيون بورس اوراق بهادار

يعي من تجرگرسيون خطي و شبكه عصبي مصنوعي پرداختند. نتايج حاكي از عملكرد بهتر روش رگرسيو

د كه ها حاكي از آن بومصنوعي است. افزون بر اين، يافتههاي عصبي نسبت به رگرسيون خطي و شبكه

ري ر معناداه طوبليف، ري هاي مبتني بر همبستگي وه از متغيرهاي انتخاب شده در روشبيني با استفادپيش

 ليو جما برزگري خانقاه. دهديرها افزايش ميبيني را نسبت به استفاده از كليه متغعملكرد پيش

ه ني بازدهاي مالي در پيش بيات صورت گرفته در تعيين نقش نسبت، به بررسي مطالع)٧١:ص١٣٩٥/٩(

عه خلي مراجقات دااين پژوهش كه به تحقي اند. دراز اهداف عمده سهامداران پرداختهسهام به عنوان يكي 

ز سهم اهاي مالي هاي نسبتهشده است، نتايج حاكي از آن است كه نسبتهاي سودآوري در بين ساير گرو

ان سهام قوق صاحبزده حبالاتري در پيش بيني بازده سهام برخوردارند و در اين بين نسبت بازده دارايي و با

 سي مهر و، عبارات بازده سهام را از خود نشان داده اند. عليمحمديبيشترين توانايي در توضيح تغيي

بيني صر و پيشمالي در تبيين بازده معاهاي ، به منظور بررسي توانايي نسبت)١٢٩:ص١٣٩٤/١٤( جواهري

) CRTو  CHAID ،ECHAID ،QUESTبازده آتي سهام، از چهار الگوريتم درخت تصميم (شامل 

زده معاصر و در تبيين با ECHAIDو  CRTدهد كه الگوريتم كردند. نتايج بدست آمده نشان مي استفاده

 ين بازدهتبي ها دربيني بازده آتي بهترين عملكرد را دارند. همچنين قدرت مدلدر پيش CHAIDالگوريتم 

ابل آماري ق از نظر هاد كه در هر دو حالت، توانايي مدلبيني بازده آتي است. هرچنمعاصر بيشتر از پيش

ات يرهش و تغير پژودهاي مالي مطرح شده اتكا نبوده و از اين رو فرضيه برقراري ارتباط تبييني بين نسبت

  شود. بازده معاصر و آتي سهام رد مي
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 هاي پژوهشفرضيه

  باشد :هاي اين تحقيق به قرار زير ميپژوهش و سؤالات مطرح شده، فرضيه با توجه به اهداف

ان را ار تهرهاي پذيرفته شده در بورس و اوراق بهادبيني بازده سهام شركتشبكه عصبي قدرت پيشــ 

 دارد. 

اوراق  هاي پذيرفته شده در بورس وبيني بازده سهام شركت) قدرت پيشGAMمدل افزودني كلي(ــ 

 بهادار تهران را دارد. 

  
 متغيرهاي پژوهش 

هار گذارند، چثر ميسهام و از بين عوامل متعددي كه بر بازده سهام ادر اين پژوهش متغير وابسته بازده 

 باشندير ميزاند كه به قرار (متغيرهاي مستقل) انتخاب شده عامل به عنوان عوامل مؤثر بر بازده سهام

  ):٦و  ٥:ص١٣٩٢/١٦(

 
 . متغيرهاي پژوهش١جدول 

 نوع متغير نام متغير
علامت 

 اختصاري
 نحوه محاسبه

 itR وابسته سهامبازده 

بازده سهام

=
ቀقيمت پايه − ቁقيمت روز + سود نقدي سهام  + حق تقدم + سهام جايزه

قيمت پايه + (درصد افزايش سرمايه از محل آورده)
 

سود (زيان) 

 عملياتي
 رآمدهاي عملياتي = سود (زيان) عملياتيد - هزينه هاي عملياتي  OP مستقل

سود هر 

 سهم
= سود هر سهم EPS مستقل

سود خالص

ቀميانگين موزون تعداد سهام منتشرهቁ سرمايه شركت
 

نسبت جاري CR مستقل نسبت جاري =
داراييهاي جاري

بدهيهاي جاري
 

نسبت آني QR مستقل نسبت آني =
داراييهاي جاري − موجودي ها

بدهيهاي جاري
 

  

 شناسي پژوهشروش

جهت گردآوري همبستگي مي باشد.  -پژوهش حاضر از لحاظ هدف كاربردي و از نوع تحقيقات توصيفي

نامه، و جهت ايانهاي مورد نياز و پاي، مقالات، كتابادبيات نظري، از منابع كتابخانه اطلاعات در زمينه

ها و اطلاعات تاريخي هاي مالي حسابرسي شده، دادهها، از طريق مراجعه به صورتدادهگردآوري 
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، ١رسمي بورس و اوراق بهادار تهرانهاي پذيرفته شده در بورس و اوراق بهادار تهران در سايت شركت

آورد فزار رهگيري از نرم ابهرهو همچنين با  ٣، سايت شركت پردازش اطلاعات مالي ايران٢سايت كدال

بهادار هاي پذيرفته شده در بورس و اوراق، صورت گرفته است. جامعه آماري اين پژوهش را شركت٣نوين

دهند، لذا براي تعيين جامعه هدف از روش حذف مي تشكيل ١٣٩٦الي  ١٣٩١زه زماني تهران در با

ن جامعه هدف هايي كه شرايط زير را دارا باشند به عنوااستفاده شده است. از اين رو شركتسيستماتيك 

ت به عنوان شرك ٦٧شوند كه با توجه به شرايط ذكر شده، تعداد ها حذف ميانتخاب و مابقي شركت

 اند. جامعه هدف انتخاب شده

  ي و فرعي) باشند؛(تابلوي اصل در بازار سرمايه پذيرفته شده و جزء بازار اول ١٣٩١ها قبل از سال شركت

 ) باشد؛١٣٩٦الي  ١٣٩١دوره مالي آنها منتهي به اسفند ماه هر سال (

 هاي مالي آنها براي هر دوره در دسترس باشد. صورت

  
 هاي پژوهشيافته

 تخمين روابط بين متغيرها بر اساس مدل آماري پژوهش 

ررسي بين مدل باشد. هدف ما از به كارگيري اداگلاس مي –روش به كار گرفته شده فرم خطي تابع كاب 

هادار بوراق هاي پذيرفته شده در بورس و ابيني بازده سهام شركتغيير پذيري و به نوعي پيشدرصد ت

له هستند. ايب معادم، ضرهاي مستقل است. آنچه ما بايد در اين معادله تخمين بزنيتهران نسبت به تغيير متغير

ير مستقل چهار متغاي با داگلاس براي معادله –با توجه به پژوهش حاضر، فرم كلي و فرم خطي تابع كاب 

  :باشدبه صورت زير مي

xଷ  )٩ رابطه
ஒయxସ

ஒర αxଵ
ஒభxଶ

ஒమ=  y  

 log(y) = log(α) + βଵlog(xଵ) + βଶlog(xଶ) + βଷlog(xଷ) + βସlog(xସ)  )١٠ رابطه

تقل هستند كه به متغيرهاي مس 4xو  1x ،2x ،3xهمان متغير وابسته يعني بازده سهام؛  yدر معادله فوق 

  :عبارت ديگر (زيان) عملياتي، سود هرسهم، نسبت جاري و نسبت آني مي باشند. به ترتيب بيانگر سود

  α() = logitlog(R + (log(QR)βସ+  log(CR)βଷ+  log(EPS)βଶ+  log(OP)βଵ  )١١رابطه 

ج حاصل از براي تخمين ضرايب و تحليل نتاي EViews9جهت سهولت در انجام فرآيند، از نرم افزار 

  مدل آماري استفاده شده است. 

  

  

                                                
1- http://new.tse.ir 
2- http://www.codal.ir 
3- http://www.fipiran.com 
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  . نتايج بدست آمده از تخمين ضرايب مدل آماري٢جدول 
 tآماره  انحراف معيار ضرايب تخمين متغيرها

 ٦٨٢٧٩/٢٣ ٠٢٧٩٠٠/٠ ٦٦٠٧٦٠/٠ عرض از مبدأ

 ٦٠٧٧١٩/١ ٠٢٨٧٢٠/٠ ٠٤٦١٧٣/٠ (زيان) عملياتي سود

 ٧٠٧٢٢٠/٠ ٠٢٨٩٦٥/٠ ٠٢٠٤٨٥/٠ سود هر سهم

 - ٣٩٥٣٠٧/٠ ٠٤٧٦١٢/٠ - ٠١٨٨٢١/٠ نسبت جاري

 ٦١٧٣٨٧/٠ ٠٦٢٢٧٤/٠ ٠٣٨٤٤٧/٠ نسبت آني

 ٣٥٩٩٠٣/١ )AICمعيار آكائيك (

 
  :معادله اصلي به صورت زير مي باشد ٢داگلاس و جدول  –با توجه به فرم خطي تابع كاب 

) = y  )١٢رابطه  ٦٦٠٧٦٠/٠ ) + ( ٠٤٦١٧٣/٠ )OP + ( ٠٢٠٤٨٥/٠ )EPS + ( ٠١٨٨٢١/٠- )CR + ( ٧٠٣٨٤٤/٠ )QR 

  باشد. مي itlog(R(همان  yدر معادله فوق 

   از آنجا كه هدف ما تخمين ضرايب معادله مي باشد، لذا با توجه به ضرايب بدست آمده؛

بسته (بازده سهام) ايجاد ير واواحد تغيير در متغ ٠٤٦١٧٣/٠(زيان) عملياتي،  واحد تغيير در سود ١به ازاي ــ 

احد افزايش و ٠٤٦١٧٣/٠سهام را واحد افزايش سود (زيان) عملياتي، بازده  ١شود. به عبارت ديگر مي

  دهد. مي

زده سهام) ايجاد وابسته (باواحد تغيير در متغير  ٠٢٠٤٨٥/٠واحد تغيير در سود هر سهم،  ١به ازاي ــ 

  دهد. زايش ميواحد اف ٠٢٠٤٨٥/٠سهام را واحد افزايش سود هر سهم، بازده  ١شود. به عبارت ديگر مي

زده سهام) ايجاد ير وابسته (باواحد تغيير در متغ ٠١٨٨٢١/٠واحد تغيير در نسبت جاري،  ١به ازاي ــ 

  دهد. ش ميواحد كاه ٠١٨٨٢١/٠ه سهام را واحد افزايش نسبت جاري، بازد ١شود. به عبارت ديگر مي

شود. ده سهام) ايجاد ميير وابسته (بازواحد تغيير در متغ ٠٣٨٤٤٧/٠واحد تغيير در نسبت آني،  ١به ازاي ــ 

 هد. واحد افزايش مي د ٠٣٨٤٤٧/٠واحد افزايش نسبت آني، بازده سهام را  ١به عبارت ديگر 

  
  آزمون فرضيه اول

ظور شبيه سازي مناستفاده شده است. به  SPSS20افزار بيني بازده سهام از نرمشدر طراحي شبكه جهت پي

 ٧/٦٧ايم كه بندي كردههاي آموزش و تست دسته هاي ورودي را به دو قسمت دادهشبكه عصبي، داده

ن داده به عنوا ١٣٠ها معادل درصد داده ٣/٣٢داده هاي آموزش و داده به عنوان  ٢٧٢ها معادل درصد داده

  هاي تست مورد استفاده قرار گرفته است. داده
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  ٧١ /پيش بيني بازده سهام شركت هاي پذيرفته شده در بورس و اوراق بهادار تهران با استفاده از تكنيك هاي داده كاوي  

 
  هاخلاصه فرآيند آماده سازي داده. ٣جدول 
  درصد  تعداد  

  % ٧. ٦٧  ٢٧٢  آموزشهاي داده  نمونه

  % ٣. ٣٢  ١٣٠  هاي تستهداد

  % ٠. ١٠٠  ٤٠٢  كل

  

احدهاي داد وهاي پنهان شبكه، تعهاي آموزش و تست، تعداد لايهر طراحي شبكه بايد اندازه مجموعهد

بيني ه منظور پيشمعيار ب ٤اين پژوهش  (نرون هاي) هر لايه، تابع تبديل و تابع عملكرد مشخص شود. در

ه شبكه دو جه به اينكو با تو ٤هاي لايه ورودي نابراين در اين تحقيق تعداد نرونسهام مطرح است. ببازده 

  مي باشد.  ٢هاي خروجي خروجي دارد تعداد لايه

  

  اطلاعات شبكه. ٤جدول 
  

  لايه ورودي

  

  متغيرهاي مستقل

١  

٢  

٣  

٤  

 سود (زيان) عملياتي

 سود هر سهم

 نسبت جاري

  نسبت آني

  تعداد واحدها  پنهان (مياني)لايه هاي 

  مقياس بندي متغيرهاي وابسته

  تعداد لايه هاي پنهان

  تعداد واحدها در لايه پنهان اول

  تعداد واحدها در لايه پنهان دوم

  تابع عملكرد

٤  

  استاندارد شده

٢  

٣  

٢  

  سيگموئيد

  متغير وابسته  لايه خروجي

  تعداد واحدها

  تابع عملكرد

  تابع خطا

  بازده سهام

٢  

  سيگموئيد

  مجموع مربعات

  

افته تصاص يينكه موارد اخ، اطلاعات مربوط به شبكه عصبي را نشان داده و براي حصول از ا٤جدول 

  باشند، كاربرد دارد. به موارد زير توجه نماييد:صحيح مي

 تعداد واحدهاي موجود در لايه ورودي برابر با تعداد متغيرهاي مستقل مي باشد. ــ 

 واحد لايه خروجي است.  ٢تعداد واحدهاي خروجي در كل ــ 
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دوم پنهان، قرار داده  واحد را در لايه ٢واحد در لايه اول و  ٣دو لايه پنهان در خواست شده و فرآيند ــ 

 است. 

ت كه در يده اسبراي هر يك از متغيرهاي وابسته به مقياس يك واحد خروجي جدا و مستقل ايجاد گردــ 

 سازي سيگموئيد داريم. لايه خروجي نياز به تابع فعالاي آن بر

  در جدول، ميزان مجموع مربعات خطاها نيز آورده شده است. ــ 

  

  ساختار شبكه عصبي و توپولوژي
پژوهش  اين ر شبكه درساختار شبكه عصبي و توپولوژي يا به اصطلاح معماري شبكه نشان دهنده ساختا

لايه پنهان اول، فرايند  واحد در ٣تغير مستقل به عنوان لايه ورودي، فرايند م ٤باشد كه اين ساختار شامل مي

  باشد. روجي ميخ ٢ه افزايش و كاهش يعني واحد در لايه پنهان دوم و متغير وابسته كه شامل دو طبق ٢

  

 )MLPمعماري شبكه عصبي پرسپترون چندلايه (. ١نمودار 

  
  

  خلاصه مدل
  وابسته : بازده سهام)خلاصه مدل (متغير . ٥جدول 

  مجموع مربعات خطا  آموزش

  بينيدرصد خطاي پيش

  عدم كاهش الگوريتم تخمين

٠٩٩/٦١  

٧/٣٥%  

  توقف الگوريتم

  مجموع مربعات خطا  تست

  بينيدرصد خطاي پيش

٧٢٩/٢٧  

١/٣٣%  
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  در اين بخش اطلاعات مربوط به نتايج آموزش و تست انجام شده است. 

تلاش  شبكه در اين جدول مجموعه مربعات خطاها نشان داده شده است. اين همان تابع خطايي است كه

ه مربوط ب قاديردارد در طي عمليات آموزش آن را به كمترين ميزان خود برساند. بايد توجه داشت كه م

ته، غير وابسده متش مجموع مربعات و مابقي خطاها كه در جدول آورده شده است، براي مقادير از نو مقياس

 اند. محاسبه گرديده

 ها اشتباه كه به صورت درصد نشان داده شده است. بينيميزان پيش

يتم الگور كه ميزان خطا پس از گذشت يك مرحله از الگوريتم تخمين كاهش نيافته، اين از آنجايي

 متوقف گرديده است. 

نمونه آموزش  در ٠٩٩/٦١رازش اين مدل برابر مجموع مربعات خطاي بدست آمده از ب ٥با توجه به جدول 

ه در نمون بيني بدست آمدهكه مقدار درصد خطاي پيش باشد و از آنجاييدر نمونه تست مي ٧٢٩/٢٧و 

  آموزش بيشتر از نمونه تست است بنابراين برازش مدل قابل قبول است. 

  

  طبقه بندي
ه م نسبت بده سهااي در پيش بيني افزايش بازملاحظهد كه شبكه به شكل قابل بندي نشان مي دهجدول طبقه

  كاهش بازده سهام بهتر عمل مي نمايد. 

  

  طبقه بندي. ٦جدول 
  

مورد  ٤٣بندي در نمونه آموزش و مورد خطاي طبقه ٩٧داده مورد استفاده  ٤٠٢، براي ٦اساس جدول بر

ها كه مربوط به تعيين ميزان مورد از داده ٩٧(در نمونه آموزش بندي در نمونه تست وجود دارد طبقهخطاي 

 

 پيش بيني

كاهش بازده 

 )٠سهام (كد

افزايش بازده 

 )١سهام (كد 

درصد محاسبه 

 شده

       نمونه آموزش:

  ٠/٠  ٩٧  ٠ )٠كاهش بازده سهام (كد

  ٠/١٠٠  ١٧٥  ٠ )١افزايش بازده سهام (كد 

  ٣/٦٤  ٠/١٠٠  ٠/٠ كل بر حسب درصد

       نمونه تست :

  ٠/٠  ٤٣  ٠ )٠كاهش بازده سهام (كد

  ٠/١٠٠  ٨٧  ٠ )١افزايش بازده سهام (كد 

  ٩/٦٦  ٠/١٠٠  ٠/٠ كل برحسب درصد
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ها كه اند و خطايي در خصوص دادهخصوص افزايش بازده پيش بيني شده كاهش بازده سهام هستند در

ها كه رد از دادهمو ٤٣در نمونه تست مربوط به تعيين ميزان افزايش بازده سهام هستند رخ نداده است؛ 

اند و خطايي در بيني شدههستند در خصوص افزايش بازده پيش مربوط به تعيين ميزان كاهش بازده سهام

ها كه مربوط به تعيين ميزان افزايش بازده سهام هستند رخ نداده است) بر اساس جدول فوق، خصوص داده

ها را بر اساس متغير  درصد بازده سهام شركت ٩/٦٦و  ٣/٦٤شبكه در نمونه آموزش و نمونه تست به ترتيب 

  هاي مستقل به درستي طبقه بندي كرده است. 

  

  اهميت متغيرهاي مستقل
ا بشبكه،  توسط اهميت متغيرهاي مستقل در تشخيص اين نكته است كه به چه ميزان مقادير پيش بيني شده

يت به مقادير اهقسيم مبسيار ساده است و با تنمايد. نرمال سازي اين اهميت مقادير متغير مستقل، تغيير مي

تغيرها أثير مژوهش آرايش تدر اين پگردد. شود و به صورت درصد بيان ميبزرگترين مقدار آن حاصل مي

عصبي  بكهش از استفاده با و پژوهش آماري داگلاس، مدل –بيني بر اساس فرم خطي تابع كاب بر پيش

)MLPبا  رتيبتاند كه سود (زيان) عملياتي، سود هر سهم، نسبت جاري و نسبت آني به ) مشخص شده

 ، اهميت هر يك٢ گذار هستند. در نموداربر بازده سهام اثر ٢٥١/٠و  ٠٣٩/٠، ١١٩/٠، ٥٩١/٠ضرايب نفوذ 

شاهده ي قابل ماند، به روشنسهام كه به صورت نزولي مرتب شده از متغيرهاي مستقل و تأثير آنها بر بازده

  . است

  اهميت متغيرهاي مستقل. ٧جدول 
  هاي نرمال شدهاهميت  اهميت  متغيرها

  % ٠/١٠٠  ٥٩١/٠  سود (زيان) عملياتي

  % ١/٢٠  ١١٩/٠  سود هر سهم

  % ٦/٦  ٠٣٩/٠  نسبت جاري

  %٤/٤٢  ٢٥١/٠  نسبت آني

  

 بيني. آرايش تأثير متغيرها بر پيش٢ر نمودا
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 آزمون فرضيه دوم

استفاده  EViews 9و  SPSS20بيني بازده سهام از نرم افزار ي كلي جهت پيشمدل افزودنبراي برآورد 

درصد  ١٠٠يگر اي وجود ندارد. به بيان داست و داده ناقص يا گمشده ٤٠٢بر حجم نمونه معتشده است. 

جدول طلب است و مبيانگر اين  ٨جدول اند. باشد در پردازش، شركت داده شدهمي ٤٠٢ها كه برابر با داده

  ، بيانگر ميانگين، خطاي استاندارد و ضريب تغييرات مي باشد. ٩

  

  ها براي برآورد مدل افزودني كليخلاصه فرآيند انتخاب داده. ٨جدول 
  درصد نهايي  تعداد  

  حجم نمونه معتبر

  هاي ناقص يا گمشدهداده

  كل

٤٠٢  

٠  

٤٠٢  

٠/١٠٠%  

  

  توصيفي براي مدل افزودني كليآمار . ٩جدول 
  بازده سهام متغير وابسته :

، ينسبت جار، سود هر سهم، سود (زيان) عملياتي متغيرهاي مستقل:

  نيآنسبت 

خطاي   ميانگين

  استاندارد

ضريب 

  تغييرات

  %٤/١٤١  ٧٠٧١١/٠  ٥٠٠٠/٠  كل

  

ه به مدل با توجگذارد. ، اطلاعات لازم براي قبول يا رد شدن برازش مدل را در اختيار ما مي١٠جدول 

 اين مدل ول درآماري پژوهش و مقادير معيارهاي ذكر شده در جدول زير، مقدار معيار آكائيك مورد قب

زودني ر مدل افدقدار بايد كمتر يا برابر با مقدار معيار آكائيك مدل آماري پژوهش باشد در حاليكه اين م

مدل  دهد، لذا بر اساسرا بين دو مدل نشان مياوت زيادي كلي بيش از مدل آماري پژوهش است و تف

  آماري پژوهش و مقادير بدست آمده برازش مدل قابل قبول نيست. 

 
  . معيارهاي تأييد مدل١٠جدول 

 )BIC( معيار بيزي )AICمعيار آكائيك ( Fآماره  انحراف معيار مدل

 ٣٢٨/٥٥٦ ٣٣٤/٥٥٢ ٤٤٣/٧٥٠ ٠١٦٠٦٩/٠ )GAMمدل افزودني كلي (

 ٤٠٩٦١٠/١ ٣٥٩٩٠٣/١ ٩٩٨١٨٦/١ ٤٧٧٠١٢/٠ مدل آماري پژوهش

  

  

 [
 D

ow
nl

oa
de

d 
fr

om
 jn

ra
im

s.
ir

 o
n 

20
26

-0
2-

03
 ]

 

                            15 / 20

https://jnraims.ir/article-1-126-fa.html


               ١٣٩٧  زمستان  ،دهم ، شمارهدومسال                                                   فصلنامه رويكردهاي پژوهشي نو در علوم مديريت/  ٧٦

 
 گيري و بحثنتيجه

ند لايه رون چهاي شبكه عصبي (پرسپتكاوي از قبيل مدلهاي دادهدر پژوهش حاضر با استفاده از تكنيك

)MLP(( ) و مدل افزودني كليGAMود هر سهم،سگيري از متغيرهاي سود (زيان) عملياتي، ) و با بهره 

، ١١ه جدول ايم. با توجه ببيني كردهسهام را بيشنسبت جاري و نسبت آني مقادير كاهش و افزايش بازده 

تيب ))، قادر است تا به ترMLPلايه (شبكه عصبي (پرسپترون چند، اساس مدل آماري پژوهشبر

 بنديمورد خطاي طبقه ٩٧بيني دقيق با وابسته از آنها استفاده و به پيشير گذاري متغيرهاي مستقل بر متغاثر

پذيرش  ا اساسبيني بازده سهام را ندارد، زيرقدرت پيش كه روش مدل افزودني كلي حاليبپردازد، در 

ش ه اين روبكه معيار آكائيك مربوط  از آنجاييو باشد مدل بر مبناي معيار آكائيك مي اين برازش

ذا برازش مدل ل) خيلي بيشتر است ٣٥٩٩٠٣/١) از معيار آكائيك مربوط به مدل آماري پژوهش (٣٣٤/٥٥٢(

شود كه ه ميملاحظب با توجه به اين مطل. نيستبيني بازده سهام پيش ادر بهقابل قبول نبوده و اين روش ق

ه با نتايج كه نتيجه بدست آمد داشته استمناسبي )) عملكرد MLPشبكه عصبي (پرسپترون چند لايه (

عنوان ا ب) در تحقيقي ١٣٩٥مطالعات گذشته چون مطالعات محمد حسين ستايش و مصطفي كاظم نژاد (

ن هام، بيابيني بازده سبين بهينه در پيشب متغيرهاي پيشهاي انتخاهاي تجميعي و روشسودمندي رگرسيون

دن افزو هاي غيرخطي رگرسيون تجميعي (مدل كردند كه نتايج پژوهش حاكي از برتري معنادار روش

  رد. مطابقت ندا، هاي عصبي در پيش بيني بازده سهام استكلي) نسبت به رگرسيون خطي و شبكه

  كاوي مورد استفاده در پژوهشهاي دادهخلاصه تكنيك. ١١جدول 
  )GAMمدل افزودني كلي (  ))MLPشبكه عصبي (پرسپترون چند لايه (  روش

مستقل متغيرهاي 

  پذيرفته شده

  سود (زيان) عملياتي  سود (زيان) عملياتي

  سود هر سهم  سود هر سهم

  نسبت جاري  نسبت جاري

 نسبت آني نسبت آني

كاهش بازده سهام   مشاهدات

  )٠(كد

افزايش بازده سهام 

  )١(كد 

كاهش بازده سهام 

  )٠(كد

افزايش بازده سهام 

  )١(كد 

مقدار پيش بيني 

  شده

١٧٥  ٠  -  -  

مقدار خطاي پيش 

  بيني شده

٩٧  -  

معيار اطلاعات 

  )AICآكائيك (

-  ٣٣٤/٥٥٢  

برازش مدل بر اساس مدل آماري پژوهش   تحليل

  قابل قبول است

برازش مدل بر اساس مدل آماري پژوهش قابل 

  قبول نيست
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كه شود يوهش، از لحاظ كاربردي پيشنهاد مها در اين پژوجه به گستره نظري موجود و يافتهبا ت

هاي زهكاوي در تمام حوهاي دادهگيري از تكنيكشي در زمينه افزايش و كيفيت بهرههاي آموزكارگاه

در  مچنينبيني بازده سهام برگزار گردد. ههاي مالي، به ويژه درخصوص پيشهمربوط به تحليل داد

  شود تا: حقيقات آتي به محققين پيشنهاد ميخصوص ت

ارگيري ه به كتر انجام گيرد تا ادبيات متراكم و منسجمي در خصوص نحوپژوهش با حجم نمونه بزرگــ 

  متغيرهاي ذكر شده در اين تحقيق فراهم آيد. 

نها، آه اولويت بندي و با توجه بهاي مالي را رتبهارشناسان و صاحب نظران خبره نسبتبا توجه به نظر كــ 

رار خب در تكي منتل، اقدام نموده و از نسبت هاهاي مالي به عنوان متغيرهاي مستقنسبت به انتخاب نسبت

 پژوهش حاضر استفاده شود. 

ده در شهاي پذيرفته شود تا محققين، پژوهش حاضر را بر كل شركتهاي آتي پيشنهاد ميبراي پژوهشــ 

د و هم دهيمپذيري را افزايش قابليت تعميمهاي فرابورسي تكرار نمايند. اين كار هم بورس و شركت

 كند. امكان مقايسه را فراهم مي

اده از ا استفبژوهش حاضر را شود تا پام شده در اين پژوهش، پيشنهاد ميبا توجه به مطالعات انجــ 

ژوهش حاضر انجام داده و نتايج بدست آمده را با نتايج پ LMSهاي عصبي آدالاين و يادگيري شبكه

 مورد قياس قرار دهند. 

نتايج مورد  به جاي مدل افزودني كلي استفاده شود و Boosting و Baggingهاي تجميعي الگوريتمــ 

 بررسي قرار گيرند. 
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  و مآخذفهرست منابع 

، سوم. تهران ). آمار و كاربرد آن در مديريت(جلد دوم). ويراست١٣٩٢آذر، عادل؛ مؤمني، منصور(ــ 

 . ١٣٩٤، چاپ نوزدهم: سمتانتشارات 

. اعيليمهدي اسم:  . ترجمههاكاوي مفاهيم و تكنيك) ؛ داده١٣٩٣ان پي(ژ -شلين كمبر مي -ژياوي هان ــ 

 . ١٣٩٦ -سوم ، چاپنياز دانش ، انتشاراتتهران

 رات، انتشاتهران كاوي كاربردي.). داده١٣٩٤ا؛ طاهر پور، محدثه (صنيعي آباده، محمد؛ محمودي، سينــ 

 . ١٣٩٦ -، چاپ سوم نياز دانش
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 EPSبيني الگوسازي و پيش«). ١٣٩٢انواري رستمي، علي اصغر؛ آذر، عادل؛ نوروزي، محمد (ــ 
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 . )١٨تا ص ١صفحات مقاله (از ص، ١، شماره ٢٠دورهحسابداري و حسابرسي، 
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وراق اديريت ممجله مهندسي مالي و . »هاي فراابتكاري چند هدفه مبتني بر الگوريتم ژنتيكالگوريتم

 . )١١٢تا ص ٩٥صفحات مقاله (از ص ، ٣١، شماره٨ دورهبهادار، 

هاي هاي تجميعي و روشسودمندي رگرسيون«). ١٣٩٥حسين؛ كاظم نژاد، مصطفي(ستايش، محمدــ 

 دورهسي، حسابر وهاي حسابداري مالي ژوهشپ. »بيني بازده سهامبهينه در پيش يبينانتخاب متغيرهاي پيش

 . )٢٨تا ص  ١صفحات مقاله (از ص، ٣٢، شماره ٨

كاوي در هاي دادهربخشي تكنيكاي اثارزيابي مقايسه«). ١٣٩٦سروش يار، افسانه؛ اخلاقي، محمد (ــ 

هاي هشپژو. »هاي پذيرفته شده در بورس اوراق بهادار تهرانبيني ريسك و بازده سهام شركتپيش

 . )٧٥تا ص  ٥٧صفحات مقاله (از ص ، ١، شماره ٩ دورهحسابداري مالي، 
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ر زوده تعديل شده برابطه بين ارزش افزوده اقتصادي و ارزش اف«). ١٣٨٩سعيدي، علي؛ اكبري، نوردين (ــ 

 . )١٧٢تا ص  ١٤٥ صصفحات مقاله (از ، ٧شماره پژوهشنامه اقتصادي، . »اساس تورم با بازده و قيمت سهام

ده سهام پيش بيني باز«). ١٣٩٤عليمحمدي، علي محمد؛ عباسي مهر، محمدحسين؛ جواهري، احمد (ــ 
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 . )١٤٦تا ص  ١٢٥صفحات مقاله (از ص ، ٤، شماره ٣ دورهاجتماعي و اقتصادي، راهبرد مديريت مالي، 
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ز شبكه هاي عصبي بيني بازده سهام با استفاده اپيش«). ١٣٩٢مروتي شريف آبادي، علي؛ گلشن، مريم (ــ 

. »تهران) هادارهاي پذيرفته شده در بورس اوراق ب: شركتورديغيره (مطالعه ممصنوعي و رگرسيون چندمت

مقاله:  COIد گذاري، استان گلستان، گرگان، كحسابداري، مديريت مالي و سرمايه دومين كنفرانس ملي

CAFM02-044 . 
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 –ي امع علمجگذاري، دانشگاه مالي و سرمايهحسابداري، مديريت  كنفرانس ملي. »بورس اوراق بهادار

 . CAFM01-179مقاله:  COIكاربردي استان گلستان، كد 

هاي اده از مدلتحليل قيمت مسكن شهر تهران با استف«). ١٣٩٣محمديان مصمم، علي؛ عباسي، مليحه (ــ 

تا  ١٦١ه (از ص صفحات مقال، ٢، شماره ٢٥ دورههاي آمار رسمي ايران، مجله بررسي. »جمعي تعميم يافته

  ). ١٧٤ص 
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